Summary: When antiretroviral therapy (ART) is administered for long periods to HIV-1–infected patients, most achieve viral loads that are “undetectable” by standard assay methods (ie, HIV-1 RNA <50 copies/mL). Despite sustaining viral loads lower than the level of detection, a number of patients experience unexplained episodes of transient viremia or viral “blips.” We propose that transient activation of the immune system by infectious agents may explain these episodes of viremia. Using 2 different mathematic models, one in which blips arise because of target cell activation and subsequent infection and another in which latent cell activation generates blips, we establish nonlinear (power law) relations between blip amplitude and viral load (under ART) that suggest blips should be of lower amplitude, and thus harder to detect, as increasingly potent therapy is used. This effect can be more profound than is predicted by simply lowering the baseline viral load from which blips originate. Finally, we suggest that sporadic immune activation may elevate the level of chronically infected cells and replenish viral reservoirs, including the latent cell reservoir, providing a mechanism for recurrent viral blips and low levels of viremia under ART.
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S

trict adherence to a regimen of antiretroviral therapy (ART) suppresses the viral loads of most chronically infected HIV patients lower than the level of detection by standard assay. A number of otherwise well-suppressed patients experience unexplained transient bursts of viral replication, or “viral blips,” while on therapy, however. Studies of HIV-infected children suggest that plasma virus during transient episodes in these patients originates from activation and expansion of latently infected cells (archival virus) and from ongoing viral replication, including the appearance and selection of new drug-resistant strains. Other explanations for the phenomenon of blips include random fluctuations around a mean viral load less than 50 copies/mL or statistical assay variation; rises in target cell availability attributable to vaccination or coinfections by opportunistic organisms, which then increase viral replication; and transient noncompliance with therapy.

Prior work on untreated chronically infected HIV patients documents the increases in viral load associated with vaccination and with opportunistic or concurrent infection. McLean and Nowak proposed models of enhanced HIV replication attributable to immune stimulation by means of opportunistic infection and showed how the positive feedback between enhanced HIV replication and incomplete immune control of pathogens attributable to HIV immunosuppression can lead to immune failure and full-blown AIDS in untreated patients. Others have studied residual replication and the generation of blips in HIV-infected patients on ART and suggested that exposure to antigen may result in transient bursts of viral replication.

Modeling data from a cohort of chronically infected HIV patients on monotherapy, we showed that vaccination with a common recall antigen can increase target cell availability, in turn, leading to increased viral replication and replenishment of long-lived infected cells. We further showed that transient concurrent infection can act in a similar manner and serve as a stimulus for transient viral replication, even in well-suppressed patients under treatment with ART. Our modeling work also suggested that a consequence of these episodes of transient replication is replenishment of long-lived infected cells, which serve as a possible reservoir for future viral replication. This article further explores the hypothesis that viral blips result from transient intermittent infections in HIV-infected patients under ART, focusing on drug sanctuaries and the latently infected cellular reservoir as sources of viremia.

ORIGIN OF BLIPS: TRANSIENT VIREMIA OR “RANDOM VARIATION”

Di Mascio et al, studying 123 patients treated with ART for between 5 months and 5.3 years (mean = 2.6 years), found that the mean amplitude of the viral transients observed in this cohort was 158 ± 132 HIV RNA copies/mL, with the distribution skewed toward low-amplitude blips. In addition, Di Mascio et al suggest that a viral blip is not an isolated event (ie, does not comprise just 1 measurement) but a transient and extended episode of detectable viremia (HIV-1 RNA >50 copies/mL) with a duration of roughly 3 weeks. This finding was based on patients with a positive viral load being called to return to the clinic for follow-up viral load measurements. Such follow-up measurements tended to be greater than the threshold of 50 copies/mL more frequently than expected by
chance, with durations for up to 3 weeks.\textsuperscript{3,22} They further showed that the amplitude distribution of these viral transients is consistent with random sampling of a series of events in which viral load typically rises sharply, followed by slower 2-phase decay.\textsuperscript{3,2}\textsuperscript{2} A cartoon example of such an "extended blip" is shown in Figure 1A. The frequency of viral blips in this study cohort was inversely correlated with CD4\textsuperscript{+} T-cell count at baseline, before initiation of drug therapy, as shown in Figure 1B.\textsuperscript{3,2} The observation that blip frequency is inversely correlated with steady-state CD4\textsuperscript{+} T-cell count suggests that patient-specific factors, such as susceptibility to infection, which increases at low CD4\textsuperscript{+} T-cell counts, may play a role in transient viral replication.

A second study by Nettles and colleagues\textsuperscript{5} of a smaller cohort (10 patients), conducted over a shorter period (approximately 6 months) but with an extensive sampling regimen, reported episodes of viremia with a mean duration of less than 3 days and a mean amplitude of approximately 79 copies/mL. No correlation between blip occurrence and illness, vaccination, or measured drug concentrations was found. The authors conclude that these much smaller and shorter duration blips represent random biologic variation around mean HIV levels less than 50 copies per mL rather than clinically significant episodes of viremia. In essence, these blips may be attributable to assay variation in patients suppressed to less than 50 copies/mL. Unlike the studies by Di Mascio et al,\textsuperscript{3,23} there was no correlation between the occurrence of this type of transient viremia and low CD4\textsuperscript{+} T-cell count. Furthermore, the blips were of lower amplitude (median = 79 copies/mL, range: 51–201 copies/mL) than in the studies by Di Mascio et al.\textsuperscript{3,23} This suggests that the phenomenon observed by Nettles et al may indeed be different than that documented by Di Mascio et al.\textsuperscript{3,23} Where susceptibility to infection may have played a role in the generation of higher amplitude blips.

Here, we consider the natural outcome of elevated susceptibility to infection in the form of immune activation by means of opportunistic or other infectious agents and the resulting effects on long-lived cellular reservoirs for HIV. We first discuss in general terms the models presented here, the first of which posits a drug sanctuary so that low-level viral replication continues in the presence of ART and establishes a relatively constant or steady-state level of viremia less than 50 RNA copies/mL. Transient intercurrent illness activates CD4\textsuperscript{+} T cells, which then support higher levels of viral replication, thus generating a blip. The second model also includes a steady-state level of viremia less than 50 copies/mL but postulates a latently infected cell reservoir that produces viral transients when activated by means of opportunistic infection. Further technical discussion of the models is confined to the Appendix. The results from both models suggest a strong relation between viral load under ART and blip amplitude. We finally discuss the implications of these results in light of drug resistance, treatment failure, and reservoir replenishment and persistence.

**MODELING VIRAL TRANSIENTS**

Our models are a generalization of the HIV infection models developed by Perelson et al.\textsuperscript{24,25} reviewed by Perelson\textsuperscript{26} and Di Mascio et al,\textsuperscript{27} and later extended to include stimulation of T-cell proliferation by a growing pathogen.\textsuperscript{9} We include target (CD4\textsuperscript{+}) T cells, which, once activated by pathogen, are easily infected by HIV. Although most infected cells are short-lived, a small proportion is assumed to be chronically infected. Chronically infected cells are assumed to have lower mortality and to produce virus at a slower rate than short-lived infected cells. Finally, virus is produced by short-lived and chronically infected cells and is cleared from the body at a constant rate per viral particle. A second version of the model includes latently infected cells. In both versions, in the presence of potent but \(<100\%\) effective ART, viral loads become undetectable and settle down to a steady state less than 50 HIV-1 RNA copies/mL. From measurements of plasma viremia obtained by means of supersensitive assays with lower limits of a few HIV-1 RNA copies/mL, it seems clear that in many patients on suppressive therapies, viral loads stabilize or decay so slowly that the decay is indistinguishable from steady state.\textsuperscript{28}

Recent immunologic data suggest that T cells proliferate on brief exposure to pathogen, entering a programmed cascade of divisions that culminates in mature effector cells, which then can clear the pathogen.\textsuperscript{29–31} Our models include such a programmed response of CD8\textsuperscript{+} T cells to the presence of antigen. We adapt a model of DeBoer and Perelson\textsuperscript{32} and DeBoer et al\textsuperscript{33} that distinguishes the rate of the first division from subsequent divisions to model CD8\textsuperscript{+} T-cell activation,
clonal expansion, and differentiation into effector cells. The effector cells clear the pathogen, but not before the CD4+ T cells, which are targets of HIV infection, also expand because of the presence of antigen. Once activated, target cells are subject to HIV infection at an increased rate. HIV infection of CD4+ T cells is reduced under ART, such that producing sufficient viral replication to be observable as a blip may be difficult. In the following models, we explore 2 potential mechanisms for producing blips in the presence of ART.

**Activation of Target Cells**

Intercurrent infection can activate target cells. An explanation for transient viremia in the presence of ART is to assume that different cell types, or cell populations, may have varying drug sensitivities, perhaps attributable to non-uniform expression of cell surface P-glycoproteins that may reduce intracellular drug concentration by pumping drug out of the cell. There is also direct evidence of heterogeneity in intracellular drug concentrations from in vitro studies. We model, as described in the Appendix (section on effector CD8+ cell activation and proliferation), heterogeneity in target cells by allowing 2 cocirculating populations of target cells, one with reduced drug penetration, and hence reduced drug efficacy. Both populations become activated by intercurrent infection and clonally expand. When each of the target cell types becomes infected, short-lived productively infected cells and longer lived chronically infected cells are produced (Fig. 2). Simulations of a similar model have been shown to produce episodes of transient viremia in the presence of opportunistic infection.

**Activation of Latently Infected Cells**

A second proposed mechanism for episodes of transient viremia under ART involves the activation of latently infected cells by concurrent infection. Our model, as described in the Appendix (section on latent cell activation and replenishment), assumes that latently infected cells are CD4+ T-memory cells; on antigen stimulation, they proliferate and convert into productively infected cells (Fig. 3). The model explicitly includes the activation and proliferation of latently infected antigen-specific memory cells and the replenishment of this pool by reversion to memory after the concurrent infection is cleared. The model also includes separate antigen-specific CD8+ T cells that proliferate in a programmed manner on activation by antigen, with CD8+ effector cells being the mediator of pathogen clearance. Note that to maintain relative simplicity in the model and to simplify the calculation of steady states for the infected cells, we do not include chronically infected cells in this model. The long-lived cells in this model are latently infected cells, which arise from a small fraction of target cell infections and as a fraction of antigen-activated latently infected cells reverts to memory.

**Simulations**

Both models were solved numerically and analyzed using the R programming language (version 1.9) and run on Windows XP and Linux platforms, using the odesolve package.

**RESULTS**

**Target Cell Activation: Viral Transients From a Drug “Sanctuary”**

The model incorporating cell populations with different drug penetrance produces viral transients that scale with steady-state (under ART) viral load: lower viral loads produce relatively smaller amplitude transients under any assumed size of the cellular drug sanctuary (ie, the cell population with reduced drug penetration).
reduced drug penetrance). Different low steady-state viral loads may be produced from a sanctuary pool of given size by varying the drug efficacy (combined efficacy of reverse transcriptase inhibitors [RTs] and protease inhibitors [PIs]) in cells of that pool. Simulations at extremely low ART-induced steady-state viral loads often do not produce an observable blip (i.e., a burst of replication greater than the assay limit of 50 HIV-1 RNA copies/mL), whereas higher steady-state viral loads can result in blip occurrences, depending on sanctuary pool size. Larger sanctuaries produce more blips and with higher relative amplitudes at a given steady state. Figure 4 shows the variation of blip amplitude and duration with steady-state (under ART) viral load, assuming 3 different sizes of sanctuary cell populations. For the small and intermediate sanctuary sizes and parameters given in Table 1, patients suppressed to <7 copies/mL do not exhibit blips that rise to greater than the assay threshold of 50 HIV-1 RNA copies/mL. Note that viral transients arise only from viral replication in the sanctuary pool, because for the sake of simplicity, we assumed that this is the sole compartment with <100% drug efficacy.

The final panel in Figure 4 shows the relation between peak blip amplitude and steady-state viral load for different sizes of the drug sanctuary. Notice that the relation is linear on a log-log plot; that is, the relation is as follows:

\[
\log_{10}(\text{Blip Amp}) \sim \log_{10}(\lambda_2) + \beta \log_{10}(\text{VL})
\]

or

\[
\text{Blip Amp} \sim \lambda_2(\text{VL})^\beta
\]

with \( \beta \approx 0.45 \) and where \( \text{VL} \) denotes ART-induced preblip steady-state plasma viral load and \( \lambda_2 \) is a parameter determining the size of the drug sanctuary. \( \beta \) is the slope of the lines in Figure 4D, and \( \log_{10}(\lambda_2) \) is the approximate Y-intercept. This type of relation is called a power law relation, because blip amplitude is proportional to viral load raised to the power \( \beta \). Note that this implies that blip amplitude does not scale in a simple manner with viral load. For example, if the steady-state viral load under ART is 30 copies/mL, as shown in Figure 4A, the blip amplitude is 280 copies/mL. If the viral

**FIGURE 4.** Blip amplitude scales with steady-state viral load (VL) and secondary target pool (drug sanctuary) size. The first 3 panels show results for sanctuaries with a mean size of 1% of target cells in (A), 0.5% in (B), and 0.004% in (C). Different line styles in each frame show blips arising from steady-state viral loads of approximately 30, 20, 10, 7, 3, 1, and 0.1 (HIV-1 RNA copies/mL). To obtain these steady states, we have assumed drug efficacies in the sanctuary population ranging between 0.63 and 0.69 (A), 0.30 and 0.45 (B), and 0.0 and 0.27 in (C) and that \( \lambda_2 = 99 \) cells/mL/d (A), \( \lambda_2 = 57 \) cells/mL/d (B), and \( \lambda_2 = 43 \) cells/mL/d (C). Dashed line shows the assay limit of 50 HIV-1 RNA copies/mL. D, Scaling of peak blip amplitude with target cell pool size and steady-state viral load under treatment. Sanctuary size of 1% (black line), sanctuary size of 0.5% (blue line), and sanctuary size of 0.004% (red line).
TABLE 1. Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Maximum T-cell proliferation rate</td>
<td>0.09 (d$^{-1}$)</td>
<td>9</td>
</tr>
<tr>
<td>$\alpha_L$</td>
<td>Latent (memory) cell activation</td>
<td>0.01 (d$^{-1}$)</td>
<td>54</td>
</tr>
<tr>
<td>$A_{\text{max}}$</td>
<td>Pathogen carrying capacity</td>
<td>$10^6$ (cells/mL/d)</td>
<td>9</td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>Fraction latently infected</td>
<td>0.001</td>
<td>40</td>
</tr>
<tr>
<td>$c$</td>
<td>Virion clearance rate</td>
<td>23 (d$^{-1}$)</td>
<td>55</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Death rate, quiescent cells</td>
<td>0.01 (d$^{-1}$)</td>
<td>54</td>
</tr>
<tr>
<td>$d$</td>
<td>Death rate, division classes</td>
<td>0.1 (d$^{-1}$)</td>
<td>9</td>
</tr>
<tr>
<td>$d_{L4}$</td>
<td>Death rate, antigen specific</td>
<td>0.325 (d$^{-1}$)</td>
<td>56</td>
</tr>
<tr>
<td>$d_C$</td>
<td>Death rate, effector cells</td>
<td>0.325 (d$^{-1}$)</td>
<td>56</td>
</tr>
<tr>
<td>$d_T$</td>
<td>Death rate, nonspecific</td>
<td>0.01 (d$^{-1}$)</td>
<td>54</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Density-dependent mortality</td>
<td>$0.7863 , d^{-1}$ (mL$^{-1}$)$^{-1}$</td>
<td>97</td>
</tr>
<tr>
<td>$\mu'$</td>
<td>Density-dependent mortality</td>
<td>$0.07863 , d^{-1}$ (mL$^{-1}$)$^{-1}$</td>
<td>97</td>
</tr>
<tr>
<td>$\epsilon_{\text{RT}}$</td>
<td>Drug efficacy</td>
<td>$0 &lt; \epsilon_{\text{RT}} &lt; 1$</td>
<td>Appendix</td>
</tr>
<tr>
<td>$\epsilon_{\text{RT}}$</td>
<td>Drug efficacy</td>
<td>$0 &lt; \epsilon_{\text{RT}} &lt; 1$</td>
<td>Appendix</td>
</tr>
<tr>
<td>$f$</td>
<td>Reduction in drug efficacy</td>
<td>$0 &lt; f \leq 1$</td>
<td>Appendix</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Pathogen clearance rate</td>
<td>$10^{-3}$ (d$^{-1}$)</td>
<td>9</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Infectivity, primary pool</td>
<td>$8 \times 10^{-3}$ (mL/d$^{-1}$)</td>
<td>57</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Infectivity, secondary pool</td>
<td>$1 \times 10^{-4}$ (mL/d$^{-1}$)</td>
<td>57</td>
</tr>
<tr>
<td>$K_1, K_S$</td>
<td>Antigen half-saturation</td>
<td>1000</td>
<td>9</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>Primary T-cell source</td>
<td>$10^6$ (cells/mL/d$^{-1}$)</td>
<td>57</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Secondary T-cell source</td>
<td>$99, 57, 43$ (cells/mL/d$^{-1}$)</td>
<td>57</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Initial quiescent population</td>
<td>500 cells/mL</td>
<td>9</td>
</tr>
<tr>
<td>$p_0$</td>
<td>Initial proliferation rate</td>
<td>1 (d$^{-1}$)</td>
<td>54</td>
</tr>
<tr>
<td>$p$</td>
<td>Proliferation rate, classes 1, ..., $k$</td>
<td>2.92 (d$^{-1}$)</td>
<td>54</td>
</tr>
<tr>
<td>$\omega$</td>
<td>See Appendix</td>
<td>0.01</td>
<td>57</td>
</tr>
<tr>
<td>$q_1, q_2$</td>
<td>Viral production rates</td>
<td>70, 0.28 (d$^{-1}$)</td>
<td>57, 58</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Maximum pathogen growth rate</td>
<td>2 (d$^{-1}$)</td>
<td>9</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Rate of reversion to memory</td>
<td>0.01 (d$^{-1}$)</td>
<td>54</td>
</tr>
</tbody>
</table>

load is 3 copies/mL, the blip amplitude is 100 copies/mL. Thus, decreasing the viral load by 27 copies/mL (from 30 to 3 copies/mL) does not simply reduce the blip amplitude by 27 copies/mL. Rather, the blip amplitude is predicted to fall by 180 copies/mL because of this power law relation. Hence, decreasing viral load by increasing the potency of therapy is predicted to give a decrease in blip amplitude that is greater than that simply attributable to lowering the baseline from which the blip originates. Because $\beta < 1$, however, the fold reduction in blip amplitude is less than the corresponding reduction in steady-state viral load (ie, in the example cited previously, a 10-fold reduction in plasma viral load only leads to a 2.8-fold reduction in blip amplitude).

Effects of Latent Cell Activation: Transient Viremia From the Latently Infected Pool

In this model, we assume that a steady state under ART is reached with an undetectable viral load (HIV-1 RNA < 50 copies/mL) and a latent cell frequency between approximately 0.1 and 1.0 replication-competent latently infected cells per $10^6$ CD4$^+$ T cells.$^{38,39}$ Of these, only a fraction of latently infected cells are specific for any given antigen. In mice, the fraction of splenic CD4$^+$ T-cell memory cells specific to lymphocytic choriomeningitis virus epitopes ranges from 0.015 at 45 days after exposure to 0.002 at 850 days after exposure.$^{40}$ We thus assume that 1% of the latent cell pool is activated in the simulations shown in Figure 5. After stimulation of these latently infected memory cells by pathogen during concurrent infection, they undergo a short burst of proliferation and activation into productive infection. At the end of the antigen-mediated response, a small fraction of the stimulated cells enter memory as resting latently infected cells. In this model, we observe viral load transients $\beta_L \approx 1$, greater than the level of detection even when steady-state viral loads under therapy are as low as 5 HIV-1 RNA copies/mL (see Fig. 5A). Blip amplitudes scale with the size of the latent pool (see Fig. 5B) and with steady-state viral load (see Fig. 5C, open symbols).

Again the relationship between blip amplitude and viral load is linear on a log-log plot, and the empirical relation found here is as follows:

$$\log_{10}(\text{Blip Amp}) \sim 1 + \beta_L \log_{10}(\text{VL})$$

where $\beta_L \approx 1$ and VL denote the preblip steady-state plasma viral load, because the relation between viral load and blip amplitude is approximately linear. Thus, a 10-fold change in preblip plasma viral load leads to a roughly 10-fold change in blip amplitude. Finally, the predicted size of the latent pool is proportional to the steady-state viral load (see Fig. 5C, solid symbols).
FIGURE 5. A, Viral transients assuming steady-state (under ART) viral loads (VL) of 37.5, 26.8, 13.8, 7.01, 4.94, and 2.48 RNA copies/mL corresponding to latently infected cell levels of 2.6, 1.8, 0.94, 0.46, 0.35, and 0.17 per 10^6 CD4+ T cells, respectively. Dashed line is limit of detection (50 copies/mL). B, Power law relation between the size of the latent pool and peak blip amplitude. C, Power law relation between steady-state viral load under ART and blip amplitude, (open diamonds). Power law relation between steady-state viral load and size of latent pool (solid triangles); dashed vertical line is the limit of detection (50 copies/mL).

\[ \log_{10}(\text{Latent Cells}) \sim 1.166 + \beta_{L2}\log_{10}(\text{VL}) \]  
where \( \beta_{L2} = 1 \), VL denotes the preblip steady-state plasma viral load, and “latent cells” denote their preblip steady-state level.

The same type of linear log-log relation between viral load and the size of the latent reservoir was observed in untreated patients, albeit with much higher viral loads (see Fig. 6B). Recurrent transient episodes of viremia, perhaps as part of a memory response to recurrent infection, viral replication could serve to replenish and temporarily expand these reservoirs and repeated activation might keep them replenished indefinitely (see Figs. 6C, D).

**DISCUSSION**

**Transient Viremia and Drug Resistance**

Transient episodes of plasma HIV viremia (50–400 copies/mL) during ART are frequent,2,3,42,43 associated with heightened viral replication,2 and correlated with the emergence of drug-resistant viral variants in some studies.44 If transient episodes of viremia result from ongoing viral replication, sufficiently potent ART should suppress them. Although current therapies drive plasma viral loads to “undetectable levels” (ie, less than 50 RNA copies/mL), there is ample evidence to suggest that viral replication continues, including expression of viral messenger RNA (mRNA) in peripheral blood mononuclear cells (PBMCs)45 further viral sequence evolution,46 and extremely low but measurable levels of viral RNA.28,47,48 This strongly suggests that viral replication continues during treatment in many patients. The underlying causes of continued replication may be different in different patients, but replication is likely facilitated by differential drug penetration in different cellular pools or anatomic sites and variations in drug concentrations attributable to pharmacokinetic effects or incomplete compliance with drug regimens. Our work suggests that high drug efficacy is critical in reducing or eliminating the occurrence of viral transients. As plasma viral loads are suppressed to lower than some threshold (7 copies/mL for the parameters in our models), episodes of transient viremia occur but do not rise to greater than the level of detection by standard assay (50 copies/mL). The implication of this finding is that drug regimens should be optimized to maintain viral loads as low as possible and not merely at levels less than 50 HIV-1 RNA copies/mL.

**Transient Viremia, the Latent Reservoir, and Reservoir Replenishment**

Long-term studies suggest that latently infected cells are a highly stable reservoir for HIV-1, with an average half-life of up to 44 months in patients on ART with undetectable levels of plasma HIV-1 virus.38,49 In individual patients, the rate of decay of the reservoir is inversely correlated with the extent of residual viral replication under ART.50 Furthermore, patients who experience transient episodes of viremia have slower latent cell decay rates,50 suggesting that transient episodes of viremia may replenish the latent reservoir.

The size of the latent pool in untreated patients is correlated with residual replication and viral load (under ART). Recent work by Havlir et al51 shows a strong association between pretreatment and on-ART HIV DNA levels (latently infected cells) and residual viremia under ART. Work by Blankson et al51 shows a strong relation between plasma
viral load (at time of diagnosis) and the size of the latently infected pool in acutely HIV-infected patients. Our work shows a similar relation but with steady-state viral load under ART rather than pretreatment viral load (see Fig. 5D). Although early studies suggested that the latent pool was quiescent, recent work by Chun et al. has demonstrated the persistence of replication-competent virus in CD4+ cells in aviremic patients under continuous therapy for up to 9.1 years. Furthermore, when placed in overnight culture, the activated CD4+ T cells produced infectious virions, suggesting that these cells could spread infection and help to maintain the latently infected pool. Phylogenetic analysis showed that stimulation of resting latently infected cells produced virus that was found in activated cells. This type of “cross-infection” between resting and activated cells allows continual replenishment of the latent reservoir and consequent “resetting” of its half-life. Our work suggests that occasional intercurrent infections, which generate transient viremia by means of target cell activation or activation of latently infected memory cells, may play a role in this resetting.

In this article, we demonstrate that episodes of transient viremia in otherwise well-suppressed chronically infected HIV patients under drug therapy may be triggered by intercurrent infections that cause a rise in activated T cells, and thus transient bursts of CD4+ T-cell infection and resultant viremia. Such a model can explain the observation of viral blips in ART-treated HIV-infected patients who otherwise have undetectable viral loads. In addition, we have shown that latently infected cells may produce transient episodes of viremia when these resting cells are stimulated into proliferation by antigen and, further, that this pool may be replenished by low-level replication under ART and by reversion to memory of a small portion of the activated cells.

Blip amplitude is found to scale with plasma viral load in our models, exhibiting a linear log-log relation which differs primarily in slope between the target cell activation and latent cell models. Finally, drug efficacy is found to have a dramatic effect on blip amplitude, and thus on the probability of a clinically observable blip occurring. When viral load can be suppressed to lower than a threshold, approximately 7 HIV-1
RNA copies/mL for the parameters used in our models, blips are not observed.
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APPENDIX

Target Cell Activation

Our model for target cell activation posits 2 cocirculating cell pools with heterogeneous drug penetration ($T_1$ and $T_2$). Target cells are assumed to have passive sources ($\lambda_1$ and $\lambda_2$; see Table 1). These sources, $\lambda_1$ for the primary pool and $\lambda_2$ for the secondary drug-resistant pool, are used to set the steady-state target cell population sizes. Furthermore, the target cell populations may have different infection rate constants, $k_1$ and $k_2$.

The model assumes differential drug efficacy in the cocirculating target cell populations: in one population ($T_1^*$), the combined drug efficacy is $\epsilon$, which reflects the effects of protease inhibitors (PIs) and reverse transcriptase inhibitors (RTs), and in the second population ($T_2$), drug efficacy is $f$, where efficacy has been reduced by a factor, $f, < 1$. The model includes 2 separate chronically infected cell pools, $C_1^*$ and $C_2$ derived from infected non-antigen-specific T-cell pools, $T_1^*$ and $T_2$. The inclusion of the chronically infected pool is motivated by the suggested 2-phase decay profile of a viral transient and by the initial 2-phase decay of viral load in chronically infected HIV patients during combination therapy.\textsuperscript{25} Combined drug therapy by means of RTs and PIs reduces the number of infections and results in the production of noninfectious virus $V_{NI}$, respectively. Total virus is thus the sum of infectious virus, $V_{I}$, and noninfectious virus, $V_{NI}$. Infectious and noninfectious virus is cleared at a constant rate, $c$, per virion.

Finally, we assume that the magnitude of the immune response against infected cells, and thus their death rate, is an increasing function of infected cell density (see section on density-dependent cell mortality; see Table 1). To the model for programmed proliferation of CD8$^+$ cells under antigenic stimulation (see section on latent cell activation and replenishment), we add the following equations to model the HIV-1 infection of 2 cocirculating target cell types with differential drug penetration:

\[
\frac{dT_1}{dt} = \lambda_1 + f(A)T_1 - (1 - \epsilon_{RT})k_1V_1T_1 - \delta T_1 \quad A1(a)
\]

\[
\frac{dT_2}{dt} = \lambda_2 + f(A)T_2 - (1 - \epsilon_{RT})k_2V_2T_2 - \delta T_2 \quad A1(b)
\]

\[
\frac{dT_1^*}{dt} = (1 - \epsilon_{RT})(1 - \alpha)k_1V_1T_1 - \delta^*(T_{total}^*)T_1^* \quad A1(c)
\]

\[
\frac{dT_2^*}{dt} = (1 - \epsilon_{RT})(1 - \alpha)k_2V_2T_2 - \delta^*(T_{total}^*)T_2^* \quad A1(d)
\]

\[
\frac{dC_1}{dt} = \alpha(1 - \epsilon_{RT})k_1V_1T_1 - \mu^*(T_{total}^*)C_1 \quad A1(e)
\]

\[
\frac{dC_2}{dt} = \alpha(1 - \epsilon_{RT})k_2V_2T_2 - \mu^*(T_{total}^*)C_2 \quad A1(f)
\]

\[
\frac{dV_I}{dt} = (1 - \epsilon_{RT})[q_1T_1^* + q_2C_1^*] + (1 - \epsilon_{PT})[q_1T_2^* + q_2C_2^*] - cV_I \quad A1(g)
\]

\[
\frac{dV_{NI}}{dt} = \epsilon_{PT}[q_1T_1^* + q_2C_1] + \epsilon_{PT}[q_1T_2^* + q_2C_2] - cV_{NI} \quad A1(h)
\]

where the viral load shown in plots is $V = V_I + V_{NI}$. The CD4$^+$ target cells are activated by antigen A according to

\[
J(A) = \frac{aA}{A + K_a}, \quad \text{A2}
\]

where $a$ is a maximum proliferation rate of activated CD4$^+$ T cells and $K_a$ is a constant governing the level of antigen at which half this maximum activation is reached. Because the model includes density-dependent cell death, we decouple...
viral production rates from cell death rates and assume virus is produced at constant rates, \( q_1 \) and \( q_2 \), from short-lived and chronically infected cells, respectively. Further simulations, sensitivity testing, and discussion of this model can be found in the article by Jones and Perelson.

**Effector CD8+ Cell Activation and Proliferation**

We include in our model a programmed response of CD8+ T cells to the presence of antigen. On exposure to antigen, quiescent CD8+ T cells undergo a burst of proliferation, entering a programmed cascade of divisions that culminates in the production of mature activated effector cells.\(^{28}\)

\[
\text{Antigen} \quad \frac{dA}{dt} = r_0 A \left( 1 - \frac{A}{A_{max}} \right) - \gamma AE \quad \text{A3(a)}
\]

\[
\frac{dN_0}{dt} = -(p_0(A) + d_0) N_0 \quad \text{A3(b)}
\]

\[
\text{CD8 Response} \quad \frac{dN_1}{dt} = 2p_0(A) N_0 - (p + d) N_1 \quad \text{A3(c)}
\]

\[
\frac{dN_i}{dt} = \begin{cases} 
2pN_{i-1} - (p + d)N_i, & i = 2, 3, 4 \\
2pN_{i-1} - (p + d_E)N_i, & i = 5, \ldots, k - 1 
\end{cases} \quad \text{A3(d)}
\]

\[
\frac{dN_k}{dt} = 2pN_{k-1} - d EN_k \quad \text{A3(e)}
\]

Here, \( A \) is a growing antigen that stimulates an immune response. For simplicity, we henceforth call \( A \) a “pathogen.” The parameter \( r_0 \) is the pathogen growth rate; \( \gamma \) is the clearance rate constant for the pathogen; \( p_0 \) and \( p \) are constant proliferation rates; \( N_0 \) is the initial quiescent CD8+ T-cell pool; and \( N_i \), \( i \geq 1 \) is the number of CD8+ cells that have completed \( i \) divisions.

Experiments suggest that when quiescent cells are stimulated into proliferation, initial cellular division takes longer than subsequent divisions\(^{28}\) and that the time to first division depends on features of the antigen stimulation. We thus assume that the rate of the first CD8+ T-cell division depends on antigen according to the following equation:

\[
p_0(A) = p_0 \left( \frac{A^n}{(A^n + K_0^n)} \right) \quad \text{A4}
\]

where \( K_0 \) represents the critical antigen level required to stimulate a CD8+ response (see Table 1). Here, \( n \) is a parameter, frequently called the Hill coefficient, that determines the steepness of the response when \( A \) is near the “threshold” \( K_0 \).

As the CD8+ T cells proliferate, they also differentiate into effectors, \( E \). Here, we assume that cells become effectors after 4 divisions and stop proliferating after 8 divisions: \( E = \sum_{i=4}^{8} N_i \).\(^{28}\) Proliferative noneffector phases (eg, division classes \( N_0 \), \( N_1 \), ..., \( N_3 \)) undergo mortality at a rate of \( d < d_E \), the death rate for activated effector cells.

**Latent Cell Activation and Replenishment**

Latently infected cells, \( L \), are assumed to be continuously replenished by low-level viral replication under ART.

In addition, antigen can activate these cells into proliferation and viral production with a small portion of these activated cells reverting to memory. In this model, we add the following, including latent cells and infection under PIs and RTs, to Equation 3 (a-e):

\[
\frac{dL_0}{dt} = p \sum_{j=1}^{4} L_j + \alpha_{L}(1 - \epsilon_{RT})k V_I T - (p_0(A) + d_0) L_0 \quad \text{A5(a)}
\]

\[
\frac{dL_1}{dt} = 2p_0(A) L_0 - (p + d_{L_A} + \alpha_L) L_1 \quad \text{A5(b)}
\]

\[
\begin{align*}
\frac{dL_i}{dt} &= \left\{ \begin{array}{ll}
2pL_{i-1} - (p + d_{L_A} + \alpha_L)L_i, & i = 2, 4 \\
2pL_{i-1} - (p + d_{L_A} + \alpha_L)L_i, & i = 5
\end{array} \right. \quad \text{A5(c)}
\end{align*}
\]

\[
\frac{dT}{dt} = \lambda - (1 - \epsilon_{RT})k V_I T - d_T T \quad \text{A5(d)}
\]

\[
\frac{dT^*}{dt} = (1 - \alpha_L)(1 - \epsilon_{RT})k V_I T + a_i \sum_{i=1}^{\delta^*} (T_{total})^i \quad \text{A5(e)}
\]

\[
\frac{dV_I}{dt} = (1 - \epsilon_{RT})q_i T^* - c V_I \quad \text{A5(f)}
\]

\[
\frac{dV_{NI}}{dt} = \epsilon_{RT}q_i T^* - c V_{NI} \quad \text{A5(g)}
\]

where \( p_0(A) \) is as defined by a function analogous to that in Equation 4 but with \( K_0 \) now referring to the antigen level needed to stimulate a latently infected cell. Here, \( L_0 \) is the resting latently infected memory cell pool, which arises from a small fraction, \( \alpha_L \), of target cell infections and as activated latent cells revert to resting at rate \( p \). A fraction of the resting latently infected memory cells, \( L_0 \), that are antigen specific are activated by antigen \( A \) into proliferation, where \( L_i \) denotes a cell that has divided \( i \) times. As discussed in the main text, we assume that 1% is activated by encounter with antigen.

Activated cells, \( L_i \), \( i > 1 \), transition into productively infected cells, \( T^* \), at rate \( \alpha_L \), proliferate at rate \( p \), and die at rate \( d_{L_A} \) per cell.

We again invoke density-dependent mortality of productively infected cells (see section on density-dependent cell mortality). Drug therapy reduces the number of infections and results in some infections producing noninfectious virus, \( V_{NI} \). Total virus, \( V \) is thus the sum of infectious virus, \( V_I \), and noninfectious virus, \( V_{NI} \). Infectious and noninfectious virus is cleared at a constant rate, \( c \), per viral particle before concurrent infection with a pathogen, \( p_0(A) = p_0(0) = 0 \), and the system is assumed to be in a steady state with a small fraction, \( \alpha_L \), of HIV infections of target cells leading to the generation of latently infected cells, \( L_0 \). Although steady state may seem unrealistic, because the latent pool would then never fully decay, only a small imbalance in the creation and destruction of latently infected cells would account for the 44-month half-life observed by Finzi et al\(^{30}\) and Siliciano et al.\(^{30}\) Including this small decay would not affect our results, which consider time scales of a few months.
Density-Dependent Cell Mortality

We introduce density-dependent infected cell mortality into both models as a means of mimicking the effects of a cell-mediated immune response and as a means of producing robust low steady-state viral loads.\(^9,57\)

When infected cells \(T_1, T_2\) are subject to density-dependent mortality, the magnitude of the immune response against HIV-infected cells (and thus their death rate) is an increasing function of infected cell density.\(^9,57\) Holte et al.\(^59\) suggested that density-dependent mortality can be modeled by a power law, that is, by replacing constant mortality terms with functions that depend on the total number of productively infected cells \(T_1, T_2\) raised to a power of \(\omega\). Thus, we assume that the death rate of productively infected cells is as follows:

\[
\delta'(T_{\text{total}}) = \delta'(T_{\text{total}})^\omega
\]

and that the death rate of chronically infected cells \((C_1, C_2)\) is as follows:

\[
\mu'(T_{\text{total}}) = \mu'(T_{\text{total}})^\omega
\]

Here, \(\omega < 1\) and \(T_{\text{total}} = T^* + C\) are the total number of HIV-infected cells, which represents the stimulus for a cell-mediated response to HIV infection.